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Abstract

Data are provided and estimation methods presented for the calculation of specific heat capacities, viscosities, thermal conductivities and

diffusion coefficients for both pure components and mixtures of C3H8, C2H6, CH4, H2O, CO2, CO, H2, N2, O2 and Ar over the temperature

range 273–1473 K at ambient pressure. Pure component data is assembled from various data compilations supplemented by validated

estimation techniques. Fourteen estimation methods for mixture properties have been compared with each other and with over 1400

experimental data points to facilitate the choice of methods best suited to this application. A statistical analysis of the data (including expected

accuracy) is presented and recommendations are made for practical use. # 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

Solid oxide fuel cell (SOFC) development is entering the

optimisation phase; viability has been well demonstrated but

profitability has not. The key to profitability lies in inte-

grated plant optimisation. With ‘balance of plant’ likely to

account for a significant part of the total system cost and be

responsible for most unscheduled outages [1], it is not

sufficient to optimise the fuel cell stack and then construct

the plant around it. Achieving a high net efficiency and a low

net cost requires detailed understanding of the thermal and

flow processes both within and without the stack in order to

maximise output and reduce losses.

In order to meet this challenge, SOFC modelling is becom-

ing more sophisticated and an increasing number of publica-

tions deal with stack models involving detailed descriptions of

the flow, thermal, chemical and electrochemical processes.

The accuracy of these models is limited, however, by the

reliability of the available data for the thermodynamic and

transport properties, which determine the heat and mass

transfer rates and hence the limits on stack performance [2].

This paper describes a study to evaluate the accuracy and

reliability of the many semi-theoretical and empirical meth-

ods available for predicting the properties of SOFC gas

mixtures. Two specific problems have emerged from the

study. The first involves the extrapolation of low temperature

experimental data to the high temperatures (1150–1300 K)

encountered in SOFC operation. The second concerns the

evaluation of the transport properties of multi-component

gas mixtures from pure component data. In the absence of

experimental measurements, these problems are difficult to

overcome. However, by using a graphical and statistical

assessment of the available data, and by comparing the

various extrapolation techniques, it has been possible to

establish property estimation methods which should prove

reliably accurate for most SOFC calculations.

2. The nature of the gases under consideration

The following gases are important in SOFC technology:

C3H8, C2H6, CH4, H2O, CO2, CO, H2, N2, O2 and Ar.

Unfortunately, the familiarity of these gases obscures the

fact that they are sometimes very different in structure and

physical behaviour. The two factors of particular signifi-

cance are the molecular orientation and the molar mass.

Difficulties related to molecular orientation are indicated

by a high dipole moment (greater than 1.0 debye, say) and

also by the presence of hydrogen bonding. Simple estima-

tion techniques are usually not applicable to polar gases and

even complex methods often give unreliable results. Of the

gases considered here, H2O is highly polar with a dipole

moment of 1.8 debye, CO is slightly polar (0.1 debye), and
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all the other species are non-polar. The properties of H2 are

strongly affected by quantum effects.

In mixtures, the presence of gases with either very

different, or very similar, molar masses sometimes result

in irregular characteristics which are difficult to predict. CO2

and C3H8 have almost the same, very high, molar mass of

44 kg/kmol, while H2 (the most important fuel-side compo-

nent) has a particularly low molar mass of 2 kg/kmol.

3. The origin of the estimation methods

3.1. Corresponding states

The ‘law of corresponding states’ was proposed by van

der Waals in 1873 and expresses the generalisation that

equilibrium thermodynamic properties which depend on

intermolecular forces are related to the properties at the

critical point in a universal way. Hence, if a property is

known for one substance, its value for another may be

estimated by scaling with respect to the critical properties.

For simple molecules, a two-parameter model (as suggested

by van der Waals) may give acceptable results but for more

complex (non-polar) fluids, a third parameter is often intro-

duced to improve accuracy. Unfortunately, corresponding

states methods do not work well for gases, such as H2 and

H2O in which molecular orientation is important.

3.2. Kinetic theory of the transport properties

Elementary kinetic theory assumes gases to consist of rigid

spheres of specified mass and diameter. In the presence of

bulk velocity, temperature and concentration gradients, the

collisions of these spheres are responsible for the transfer of

momentum (viscosity), energy (thermal conductivity) and

molecular mass (diffusion). The simplest estimation techni-

ques for the transport coefficients are based on so-called

‘mean free path’ theories. However, although the resulting

expressions provide physical insight and indicate trends, they

are insufficiently accurate for detailed SOFC calculations.

For rigorous evaluation of the transport properties, it is

necessary to solve the Boltzmann equation using the Chap-

man–Enskog method [3]. In reality, molecules do not behave

as hard spheres but attract or repel each other with inter-

molecular forces which vary with the separation distance

between molecules and their orientation. Chapman–Enskog

theory accounts for these forces by specifying a separation

dependent potential energy function. Four main assumptions

are involved in the theory: (i) the gas is sufficiently dilute that

only binary collisions occur; (ii) molecular motion during

collisions can be described by classical mechanics; (iii) only

elastic collisions occur; (iv) the intermolecular potential

function is spherically symmetric. The theory is thus strictly

applicable only to low pressure, high temperature, non-polar

gases. However, there being no tractable alternative models, it

is invariably adapted for use with polar gases.

The Chapman–Enskog expressions for the transport prop-

erties have forms similar to those obtained from the ‘mean

free path’ theories but include a ‘collision integral’ which

must be calculated from the assumed potential energy

function. The choice of this function is critical to the

accuracy of the technique but again compromise is accepted

in return for tractability. The potential function often used

(despite its tenuous theoretical grounding for many species)

is the two-parameter Lennard–Jones 12-6 potential. This can

give good results for the coefficients of viscosity and diffu-

sion but problems arise when calculating the thermal con-

ductivity of polyatomic gases (because of the difficulty of

modelling correctly the transfer of molecular internal

energy).

3.3. Formulation of the estimation methods

The most successful estimation techniques use kinetic

theory and/or corresponding states theory in conjunction

with empirical data to formulate ‘corrections’ to a basic

theoretical model. The rationale for this approach is that,

although correlations can be made purely from empirical

data, the use of a theoretical basis increases the chances of a

technique remaining valid outside the data range used in its

construction. Generality is clearly of great benefit but is

difficult to achieve as different species highlight different

weaknesses in a chosen model. For this reason no one model

can be described as universally ‘best’ and the recommenda-

tions made below therefore represent the ‘best compromise’.

The calculation of the properties of gas mixtures requires

accurate pure component data. The starting point of this

study has therefore been the ‘Physical and Thermodynamic

Properties of Pure Chemicals: Data Compilation’ (PTPPC)

[4]. This appears to be the most comprehensive and best

validated compilation freely available. Where necessary, the

PTPPC data has been extended using various other data sets.

The estimation techniques used for mixture properties can

be found in ‘The Properties of Liquids and Gases’, 4th

edition [5] and 5th edition [6]. These references also list

most of the required critical properties. However, in order to

make the paper self-contained, all property data, together

with the recommended mixture property equations, have

been assembled in the Appendix A.

4. Thermodynamic properties of pure gases and
gas mixtures

4.1. Isobaric molar heat capacity

At the high temperatures associated with SOFC operation,

all gas mixtures can be accurately represented as mixtures of

ideal (semi-perfect) gases. This implies that the molar heat

capacities (Cp and Cv) are functions of temperature but not

pressure. Furthermore, Cp � Cv ¼ R, where R is the uni-

versal gas constant (8.3143 kJ/kmol K).
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The PTPPC data set is complete for the required Cp data

and was used to generate sixth-order polynomial curve fits

using a least-squares procedure. (As a precaution, the

expressions were also validated against the JANAF Thermo-

chemical Tables [7].) The error (i.e. the deviation from the

experimental data) in the curve fitting procedure was, in all

cases, less than 0.1%. Table 1 gives the coefficients of the

polynomials. The ‘error’ specified is that given by PTPPC as

the uncertainty in the experimental data and is less than 1%

for all species except C3H8 (which exhibited uncertainties up

to 3%). Values of Cp at 1473 K are included as an aid for

readers wishing to check coding.

The molar heat capacity of an ideal gas mixture of n

component gases is given by

CpðTÞ ¼
Xn

i¼1

xiCpiðTÞ

where xi and Cpi are the mole fraction and molar heat

capacity of the ith component.

5. Viscosity and thermal conductivity of pure gases

5.1. Dynamic viscosity

The PTPPC data set for dynamic viscosity is near to

complete, lacking only high temperature data for C3H8,

C2H6, CH4 and CO. This appears to be due to the lack of

primary experimental data. To rectify this situation, estima-

tion techniques were utilised, using the available PTPPC

data to select the best estimation technique for each species.

According to Poling et al. [6], the estimation methods of

Chung et al. or Lucas should give errors of less than 1.5% for

polar and 4% for non-polar gases. However, as these values

are smaller than the errors quoted in PTPPC for the uncer-

tainty in the experimental data, it is probable that the error

given by PTPPC is more representative. The extended data

set was then used to generate sixth-order polynomial curve

fits using a least-squares procedure and the coefficients are

given in Table 2. As before, the error due to the curve fitting

is less than 0.1% over the temperature range 273�1473 K.

Values of dynamic viscosity at 1473 K are included as an aid

for readers wishing to check coding. It should be noted that

the unit of viscosity is the micro-poise (1 mP ¼ 10�7 kg/ms).

Fig. 1 illustrates the problems associated with polar gases.

Fig. 1a is for CH4 which is non-polar and Fig. 1b is for H2O

which is strongly polar. The excellent performance of the

estimation methods for CH4 contrast strongly with the poor

performance for H2O at high temperatures.

5.2. Thermal conductivity

Thermal conductivity presents more difficulty than visc-

osity because there are significantly fewer experimental data

Table 1

Isobaric molar heat capacity, coefficients valid in the range 273�1473 K

a0 a1 a2 a3 a4 a5 a6 Error (%) Cp (1473 K)

Ar 20.786 0.0 0.0 0.0 0.0 0.0 0.0 1 20.786

C2H6 �0.2847 268.90 �494.31 867.78 �850.96 408.07 �75.971 1 144.35

C3H8 �16.527 472.86 �885.76 1434.0 �1344.2 631.90 �116.65 3 203.64

CH4 47.964 �178.59 712.55 �1068.7 856.93 �358.75 61.321 1 88.294

H2O 37.373 �41.205 146.01 �217.08 181.54 �79.409 14.015 1 46.831

CO2 4.3669 204.60 �471.33 657.88 �519.9 214.58 �35.992 1 58.457

CO 30.429 �8.1781 5.2062 41.974 �66.346 37.756 �7.6538 1 35.132

H2 21.157 56.036 �150.55 199.29 �136.15 46.903 �6.4725 1 32.146

N2 29.027 4.8987 �38.040 105.17 �113.56 55.554 �10.350 1 34.756

O2 34.850 �57.975 203.68 �300.37 231.72 �91.821 14.776 1 36.469

Cp (kJ/kmol K) ¼
P6

k¼0aktk , where t ¼ T (K)/1000.

Table 2

Dynamic viscosity, coefficients valid in the range 273–1473 K

b0 b1 b2 b3 b4 b5 b6 Error (%) Z (1473 K)

Ar �3.0982 978.51 �922.67 912.64 �593.76 217.79 �33.919 1 721.65

C2H6 �17.260 454.68 �324.04 213.47 �80.053 10.693 0.8929 5 338.03

C3H8 �7.9185 312.59 44.453 �329.65 362.08 �175.84 32.735 3 314.94

CH4 �9.9989 529.37 �543.82 548.11 �367.06 140.48 �22.920 5 353.61

H2O �6.7541 244.93 419.50 �522.38 348.12 �126.96 19.591 3 553.28

CO2 �20.434 680.07 �432.49 244.22 �85.929 14.450 �0.4564 5 514.47

CO �4.9137 793.65 875.90 883.75 �572.14 208.42 �32.298 5 510.04

H2 15.553 299.78 �244.34 249.41 �167.51 62.966 �9.9892 10 270.13

N2 1.2719 771.45 �809.20 832.47 �553.93 206.15 �32.430 3 533.02

O2 �1.6918 889.75 �892.79 905.98 �598.36 221.64 �34.754 5 632.36

ZðmPÞ ¼
P6

k¼0bktk, where t ¼ T (K)/1000.
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sets available and estimation techniques are less reliable.

PTPPC data has been favoured but two other data sets

(which agree closely with PTPPC over the PTPPC range

and extend to higher temperatures) were also used. These are

the CO2 data set of Vukalovich and Altunin [8] and the UK

Steam Tables [9]. The temptation to generate hybrid data

compilations was resisted as this could result in inappropri-

ate weighting towards more commonly used, but not neces-

sarily more accurate, primary data. Instead, extrapolation

was preferred, in particular for PTPPC CH4 data from 1373

to 1473 K, and UK Steam Table data from 1273 to 1473 K.

Species for which there are no reliable alternative data sets

(CO, N2, C2H6 and C3H8) are, fortuitously, species for which

the Chung et al. estimation method [6] gives values within

the specified experimental uncertainty of PTPPC and hence

this method was used for these species. Table 3 lists the

polynomial coefficients obtained from a sixth-order least-

squares curve fit to the extended PTPPC data set. As before,

the error associated with the curve fitting procedure is less

than 0.1% between 273 and 1473 K. The ‘error’ specified in

Table 3 is that given by PTPPC as experimental uncertainty.

Values of thermal conductivity at 1473 K are included for

verification purposes.

Fig. 2 illustrates the problems associated with polar gases.

Fig. 2a is for non-polar CO2 and Fig. 2b is for H2O which is

strongly polar. The poor performance of the estimation

methods for the polar species is again evident. A comparison

with Fig. 1 for viscosity highlights the greater uncertainty in

the values of thermal conductivity.

6. Viscosity and thermal conductivity of gas mixtures

6.1. Dynamic viscosity of mixtures

There are no openly available experimental data compila-

tions for the viscosity of the multi-component gas mixtures

found in SOFCs. Nevertheless, data is available for most of

Fig. 1. Dynamic viscosity of CH4 and H2O as functions of temperature. Each graph shows the PTPPC experimental data and a representative estimation

technique. (a) CH4 (non-polar) and (b) H2O (strongly polar).
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Table 3

Thermal conductivity, coefficients valid in the range 273�1473 K

c0 c1 c2 c3 c4 c5 c6 Error (%) l � 102 (1473 K)

Ar �0.1331 10.404 �18.610 26.039 �20.573 8.5311 �1.4444 10 5.5872

C2H6 �1.0512 10.289 �8.4738 47.376 �56.213 27.575 �5.0288 3 22.349

C3H8 �0.6922 5.4368 4.7955 24.955 �37.361 19.772 �3.7519 10 20.377

CH4 0.4796 1.8732 37.413 �47.440 38.251 �17.283 3.2774 3 26.500

H2O 2.0103 �7.9139 35.922 �41.390 35.993 �18.974 4.1531 1 16.303

CO2 2.8888 �27.018 129.65 �233.29 216.83 �101.12 18.698 10 9.3512

CO �0.2815 13.999 �23.186 36.018 �30.818 13.379 �2.3224 5 9.1172

H2 1.5040 62.892 �47.190 47.763 �31.939 11.972 �1.8954 5 57.705

N2 �0.3216 14.810 �25.473 38.837 �32.133 13.493 �2.2741 5 9.4124

O2 �0.1857 11.118 �7.3734 6.7130 �4.1797 1.4910 �0.2278 10 9.9832

l (W/m K) ¼ 0:01
P6

k¼0cktk , where t ¼ T (K)/1000.

Fig. 2. Thermal conductivity of CO2 and H2O as functions of temperature. Each graph shows the extended PTPPC experimental data and a representative

estimation technique. (a) CO2 (non-polar), PTPPC data extended by Vukalovich and Altunin data. (b) H2O (strongly polar), PTPPC data extended by UK

Steam Table data.
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the possible binary pairs and even for some multi-compo-

nent mixtures [10,12]. Most of this data is for mixtures

below 600 K, but this is not unduly problematic because

investigation has shown that the deviation of estimation

method values from the experimental data depends mainly

on the mixture composition rather than the temperature (see

below).

Six estimation methods for mixture viscosity were con-

sidered, all of which are described in Poling et al. [6]. These

formulae were tested on 484 experimental data points, 282

of which were at a temperature above 400 K and 40 of which

were at a temperature above 600 K. The mean, maximum

and standard deviations from the experimental data are given

in Table 4. The most accurate method was that of Reich-

enberg, which gave a mean deviation of 1.4%, with a

maximum deviation of just 6.9%. This deviation is of the

same order as the uncertainty in the experimental measure-

ments. Unfortunately, Reichenberg’s method is the most

complex of the methods tested. If it is considered too

cumbersome, the method of Herning and Zipperer is con-

siderably simpler and still consistently accurate.

Fig. 3 shows the deviations of the values calculated by

Reichenberg’s method from the experimental measure-

ments. All 484 data points are included and provide a

graphic demonstration that the accuracy does not deteriorate

with increasing temperature. This can be explained by

reference to Fig. 4, which shows the variation of experi-

mental viscosity data with composition for an O2–H2 mix-

ture at various temperatures. If the mixture viscosity were a

mole fraction average of the pure component values (like

heat capacity), the curves would become straight lines

connecting the pure component end points. Clearly this is

Table 4

Deviation of estimated viscosity from experimental data for gas mixtures

Method Mean

deviation (%)

Maximum

deviation (%)

Standard

deviation (%)

Reichenberg 1.39 6.88 1.91

Herning and Zipperer �2.15 �12.75 3.42

Wilke 2.18 15.05 2.87

Lucas �3.86 �17.63 6.59

Chung et al. �5.28 �23.76 7.13

Mole fraction averaging �6.19 �30.13 8.53

Fig. 3. Deviation of estimated viscosity (using Reichenberg’s method) from experimental data (484 data points with a variety of mixture compositions).

Fig. 4. Variation of experimental viscosity data with composition at different temperatures for an O2–H2 mixture. Note the similar shape of the four curves.
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not the case and it is this variation from the mole fraction

average which estimation techniques must capture. Now,

considering the variation with temperature, it will be noted

that the shape of the curves are very similar (being simply

shifted to connect the appropriate pure component values).

Hence, if an estimation technique can capture the shape at

one temperature it can be expected to do so generally. This

hypothesis is validated by the success of Reichenberg’s

method for that high temperature data which is available.

6.2. Thermal conductivity of mixtures

As with viscosity, there are no openly available experi-

mental data compilations for the thermal conductivity of the

multi-component gas mixtures found in SOFCs. However,

data can be found for many of the possible binary pairs and

for some multi-component mixtures [11,12].

Four estimation methods for the thermal conductivity of

gas mixtures were considered, all of which are described in

Poling et al. [6]. These formulae were tested on 431 experi-

mental data points, 174 of which were at a temperature

above 400 K and 83 of which were at a temperature above

600 K. The mean, maximum and standard deviations

from the experimental data are given in Table 5. The most

accurate method was found to be that of Wassiljewa with

the Mason and Saxena modification which uses pure

component viscosities to calculate the ratio of the pure

component translational thermal conductivities (W with

M&S I). The method gave a mean deviation of 4.70% with

a maximum deviation of 20.92%. These values are signifi-

cantly higher than those associated with Reichenberg’s

method for viscosity and result from the difficulty in mod-

elling the contributions from the non-translational energy

transfer. As might be expected, the maximum deviation was

found to be for systems containing hydrogen, the effect of

the highly directional hydrogen bond being poorly

accounted for in the model.

Fig. 5 shows the deviations of the values calculated by the

above method (W with M&S I) from the experimental

measurements. All 431 data points are included and demon-

strate (as for viscosity) that the accuracy of the estimation

method does not, in general, deteriorate with increasing

temperature. This can be explained in the same way as

for viscosity (see Fig. 6 showing the variation of experi-

mental thermal conductivity data with composition for a

CO2–H2 mixture at various temperatures).

7. Binary diffusion coefficients

For the 10 gases considered in this study, there are 45

possible binary pairs each associated with a binary diffusion

coefficient. Once determined, these coefficients can be used

with the techniques of multi-component diffusion theory to

calculate the component diffusive fluxes in the multi-com-

ponent gas mixtures found in SOFCs. The problem, there-

fore, is how to represent the 45 binary diffusion coefficients

as functions of temperature. One obvious approach (given

that binary diffusion coefficients are independent of com-

position) is to provide curve fits to experimental measure-

ments for each binary pair. This, however, is not feasible as

the available data for most binary pairs is too sparse to allow

accurate generation of the empirical curves. Indeed, a search

of the literature [13–22] yielded a total data set of only 507

points of which 227 were for temperatures greater than

400 K and 83 for temperatures greater than 600 K. This

represents an average of only 11 points per binary pair.

The alternative approach adopted here is to combine the

data for all the binary pairs together and then determine

Table 5

Deviation of estimated thermal conductivity from experimental data for

gas mixtures

Method Mean

deviation (%)

Maximum

deviation (%)

Standard

deviation (%)

W with M&S I 4.70 20.92 5.93

W with M&S II 5.33 25.38 6.47

Chung et al. �12.51 �50.08 16.73

Mole fraction averaging 13.10 72.21 17.42

Fig. 5. Deviation of estimated thermal conductivity (using Wassiljewa with Mason and Saxena modification I) from experimental data (431 data points with a

variety of mixture compositions).
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which of the available semi-theoretical estimation techni-

ques best describes the overall data set. The four estimation

methods considered are described by Poling et al. [6]. There

are two kinetic theory based methods (one using the two-

parameter Lennard–Jones potential, the other including a

correction for polar molecules as suggested by Brokaw), and

two correlations by Wilke and Lee and Fuller et al. which,

although, still based on kinetic theory, involve more empiri-

cism. The method of Fuller et al. is by far the simplest,

retaining only the basic form of the kinetic theory diffusion

coefficient equation.

As typical examples, Fig. 7 shows the variation with

temperature of the diffusion coefficients of H2–CO and

H2–H2O mixtures (the latter being of particular importance

for SOFC calculations). Included are four curves corre-

sponding to the estimation methods described above

together with the available experimental data. The some-

what disheartening conclusion is that the estimation meth-

ods seem to agree closely at low temperature (where data is

available) but diverge significantly at high temperature

(where there is no data). Closer investigation reveals, how-

ever, that the apparent agreement at low temperature is

actually related to the scale of the ordinate.

To illustrate this further, Fig. 8 is a plot for O2–H2

mixtures where some high temperature experimental data

is actually available. Plotting the percentage deviation of the

estimated value from the experimental value, shows that the

method of Fuller et al. performs better than the other

methods at low temperature. Furthermore, the deviation

of the method of Fuller et al. is essentially independent

of temperature. It, therefore, appears that the accuracy of an

estimation method at low temperature can give some indica-

tion of its accuracy at high temperature.

In the method of Fuller et al., the diffusion coefficient is

proportional to temperature raised to the power 1.75 and this

results in high temperature values for some species pairs

being 10–20% higher than the predictions of other kinetic

theory methods. Indeed, as noted by Fuller et al. [22], ‘‘the

first limitation of kinetic theory is the 1.5 power temperature

dependence; observed values usually lie in the range 1.6–

1.8.’’ It should be noted, however, that the lower temperature

power found in the other kinetic theory methods is partially

offset by a temperature dependent ‘collision integral’. Full

compensation is not obtained, however, unless a correction

is made for ‘molecular softening’ at high temperatures. In

the Lennard–Jones model, for example, the collision dia-

meter, which is constant, should decrease with increasing

temperature.

An overall assessment of all the estimation techniques

applied to all possible binary pairs reveals that the method of

Fuller et al. is the most consistent with the experimental

data. Table 6 shows the performance of the various techni-

ques averaged over all binary pairs. The method of Fuller

et al. gives a mean error of �4.47%, a maximum error of

34.10% and a standard deviation of 7.73%. Fig. 9 shows the

deviations of the values calculated by the method of Fuller

et al. from the experimental measurements for all binary pair

data points as a function of temperature. The fact that the

deviation does not increase with temperature shows that the

1.75 temperature power dependence is a good approxima-

tion, at least in describing the experimental data currently

available.

Fig. 6. Variation of experimental thermal conductivity data with composition at different temperatures for a CO2–H2 mixture. Note the similar shape of the

four curves.

Table 6

Deviation of estimated diffusion coefficients from experimental data for

binary gas mixtures (all species included)

Method Mean

deviation (%)

Maximum

deviation (%)

Standard

deviation (%)

Fuller et al. 4.47 34.10 7.73

Wilke and Lee �13.12 �36.15 13.02

Lennard–Jones �7.67 �34.47 6.34

Brokaw �10.27 31.10 8.77
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Fig. 7. Binary diffusion coefficients of H2–CO and H2–H2O mixtures as functions of temperature. On each graph, the curves represent the four estimation

methods and the remaining points show the experimental data which is all at low temperature. (a) H2–CO and (b) H2–H2O.

Fig. 8. Percentage deviation of estimated values of binary diffusion coefficient (four methods) from experimental data for O2–H2 mixtures as a function of

temperature. The method of Fuller et al. is consistently accurate over the whole temperature range.
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The few highly scattered points seen in Fig. 9 and the fact

that, for the method of Fuller et al., the difference between

the mean and maximum errors is three to four times larger

than the standard deviation, suggests that the maximum error

represents an anomaly. To investigate this in more detail, the

data points have been divided according to binary pair and

evaluated independently (using the method of Fuller et al.).

This breakdown is presented in Table 7. There it can be seen

that the maximum error of 34.10% occurs for the binary pair

H2O–CO2 and that without this data set the maximum error

would be reduced to 20.44%. What this breakdown does not

show, however, is that already one experimental data set for

this binary pair (CRC [16]) has been discarded due to its

dubious temperature dependence (see Fig. 10) and, if it were

included, the maximum deviation would rise to 45%. Why

there is such variation in experimental data for this particular

binary pair is unclear (although Fig. 10 shows that Fuller’s

method over-estimates the diffusion coefficient at ambient

temperature resulting in poor performance even at low

temperature). For this particular data set, the method of

Wilke and Lee is rather more accurate (giving mean and

maximum deviations of 4.26 and �7.5%, respectively for

the reduced data set) and so could be used if desired.

However, for this particular binary pair, the methods of

Fuller et al. and Wilke and Lee have very similar tempera-

ture dependence which means that at the high temperatures

of interest for SOFC applications the discrepancy which

gives such large errors at ambient conditions becomes

Fig. 9. Deviation of diffusion coefficients (estimated using the method of Fuller et al.) from experimental data as a function of temperature (all species

included).

Fig. 10. Binary diffusion coefficient of H2O–CO2 as a function of temperature (273–800 K). The CRC data set shows anomalous behaviour and has not been

included in the analysis.
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insignificant. In the interests of consistency, therefore, it is

recommended that the method of Fuller et al. be used, even

for this binary pair.

8. Comparison with the international energy agency
(IEA) SOFC handbook

It is of interest to compare the data assembled here with

that presented in the IEA SOFC Handbook [23].

The cubic expressions supplied by the IEA for heat

capacity yield values within 1% of those from the sextic

expressions given in Table 1. In most cases, the IEA quad-

ratic expressions for viscosity and thermal conductivity

yield values within 5% of those from the sextic expressions

given in Tables 2 and 3. There are, however, a few notable

exceptions, particularly at the extremes of the temperature

range, for example:

These deviations are probably due either to the use of a less

accurate estimation technique or to the use of a curve fit to

data over a reduced temperature range. Thus, the IEA data

Table 7

Deviation of estimated values for diffusion coefficients (using the method of Fuller et al.) from experimental values for each binary pair of gases

N2 O2 H2 H2O CO CO2 CH4 Ar C2H6

O2 19 (3)a

1.69b

�7.62c

2.36d

H2 41 (8) 16 (4)

�3.36 2.90

�8.90 �6.03

4.23 3.81

H2O 13 (0) 22 (9) 17 (0)

5.71 �3.21 6.77

�13.93 �7.41 14.14

7.79 3.06 5.14

CO 11 (1) 12 (4) 24 (1)

�6.07 �2.37 5.00

�14.02 �5.53 13.59

4.13 3.83 3.51

CO2 44 (11) 15 (4) 52 (12) 14 (0) 12 (0)

�4.71 �2.44 �3.46 20.91 �2.77

�13.84 4.39 12.54 34.1 7.94

4.81 3.58 5.34 7.72 4.42

CH4 8 (1) 10 (4) 19 (1) 11 (0) 6 (0) 3 (0)

1.92 �5.09 �5.20 3.65 0.75 2.22

�3.81 �6.99 �12.55 5.63 2.11 5.73

2.21 4.87 3.98 3.93 1.12 3.09

Ar 11 (1) 19 (3) 38 (6) 7 (1) 24 (8) 4 (1)

2.51 2.70 �3.09 3.16 �6.16 2.78

7.07 �5.31 �6.97 4.90 �13.81 3.80

3.10 2.72 3.22 1.00 8.27 0.85

C2H6 1 (0) 5 (0) 1 (0) 4 (0)

�0.85 3.06 3.28 9.89

�0.85 5.43 3.28 20.44

0 2.03 0 16.08

C3H8 5 (0) 1 (0) 8 (0) 4 (0) 6 (0)

3.43 �5.6 �5.88 �17.61 �5.37

6.66 �5.6 �10.81 �19.90 �12.41

2.59 0 9.09 1.90 6.56

a Total number of data points (number with T > 600 K).
b Mean deviation (%).
c Maximum deviation (%).
d Standard deviation (%).

Viscosity H2O 273 K Deviation 46%

Viscosity CO 273 K Deviation 17%

Thermal conductivity H2O 373 K Deviation 12%

Thermal conductivity CH4 1473 K Deviation 22%
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for H2O viscosity agree well with Lucas’s method rather

than with the PTPPC experimental data (see Fig. 1b).

The IEA Handbook gives only limited diffusion coeffi-

cient data (mainly from Perry [15]), all of which has been

evaluated in the present study, and gives no data for the

viscosity or thermal conductivity of gas mixtures.

9. Evaluation of dimensionless groups

The thermodynamic and transport properties can be

combined to form several dimensionless groups, widely

used in modelling. Of particular interest are the Prandtl

and Schmidt numbers, from which the Lewis number can

also be obtained. The Prandtl number,

Pr ¼ Cpm
l

is the ratio of viscous and thermal diffusivities while the

Schmidt number,

Sc ¼ m
rDAB

is the ratio of viscous and mass diffusivities. It should

be noted that both Pr and Sc vary with mixture composi-

tion.

Fig. 11. Variation of Prandtl number with temperature for key SOFC gases.

Fig. 12. Variation of Schmidt number with temperature for key SOFC gas mixtures.
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Fig. 11 shows the variation of the Prandtl number with

temperature for a selection of pure SOFC gases. It is very

useful to see that Pr is largely independent of temperature

(typically 5–10% variation) as predicted by simple kinetic

theory. The largest discrepancy is in the case of H2O (11%),

which is not surprising given the polar nature of the mole-

cules. Values of Prandtl number are in the range 0.68–0.75

for all gases except H2O for which it is in the range 0.85–

0.95.

Fig. 12 shows the variation of Schmidt number for air

(molar 79% N2 and 21% O2), and for equimolar mixtures of

H2–H2O, H2–CO and H2O–CO. The temperature depen-

dence is stronger than for Prandtl number, being of the order

10–20% and up to 40% in the case of H2O–CO. There is also

significant variation in Sc between gas pairs, with magni-

tudes in the range 0.3–0.8.

10. Conclusions

Sixth-order, least-squares polynomial curve fits to experi-

mental data for pure gases have been calculated for the

following thermodynamic and transport properties:

1. Isobaric molar heat capacity (mean error 1% and

maximum error 3%).

2. Dynamic viscosity (mean error 5% and maximum error

10%).

3. Thermal conductivity (mean error 6% and maximum

error 10%).

For multi-component gas mixtures the following recom-

mendations are made:

1. Isobaric molar heat capacity can be calculated by mole

fraction averaging with errors of the same magnitude as

the uncertainty in the pure component data.

2. Dynamic viscosity can be calculated by Reichenberg’s

method with an estimated mean error of 5% and

maximum error of under 10%.

3. Thermal conductivity can be calculated using the

Wassiljewa equation with the modification of Mason

and Saxena (using pure component viscosities to

calculate the ratio of thermal conductivities) with an

estimated mean error of 6% and a maximum error of

about 20%.

Experimental data for binary diffusion coefficients are

very scarce, particularly at the high temperatures required.

Fuller’s method is recommended for all binary pairs with an

estimated mean error of 5% but a maximum error of over

20%. This is the best recommendation that can be made with

the available data. Further reliable experimental data, parti-

cularly for mixtures of CH4, H2O, CO2, CO and H2 would be

of great benefit.

The single component data presented here is considered

more accurate than that given in the 1992 IEA SOFC

Handbook [23]. Discrepancies in the IEA data are typically

of the order of 5%, but in several cases up to 25%.

The dimensionless Prandtl and Schmidt numbers can be

taken to be independent of temperature with errors of 5–10

and 10–20%, respectively. The mean Prandtl number of

SOFC gas flows can be expected to be between 0.7 and

0.9 depending primarily on H2O content. The Schmidt

number of SOFC gas mixtures is more sensitive to changes

in all gas mole fractions and lies in the range 0.3–0.8.

11. Further work

This is an ongoing project. Contributions would be greatly

appreciated and further results will be presented online as

they emerge at http://www.FuelCellKnowledge.org/.
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Appendix A. Recommended estimation methods and
gas property data bank

A.1. Dynamic viscosity of multi-component gas mixtures

Reichenberg’s expression for the dynamic viscosity of a

mixture of n component gases is (see Poling et al. [6])

Zm ¼
Xn

i¼1

Ki 1 þ 2
Xi¼1

j¼1

HijKj þ
Xn

j¼16¼i

Xn

k¼16¼i

HijHikKjKk

 !

where

Ki ¼
yiZi

yi þ Zi

Pn
k¼1 6¼iykHik½3 þ ð2Mk=MiÞ	

;

Hij ¼
MiMj

32ðMi þ MjÞ3

" #1=2

� ðCi þ CjÞ2 ½1 þ 0:36TrijðTrij � 1Þ	1=6
FRij

T
1=2
rij

where

Ci ¼
M

1=4
i

ðZiUiÞ1=2
; Ui ¼

½1 þ 0:36TriðTri � 1Þ	1=6
FRi

T
1=2
ri

;

Tri ¼
T

Tci

; FRi ¼
T3:5

ri þ ð10mriÞ
7

T3:5
ri ½1 þ ð10mriÞ

7	
;
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mri ¼ 52:46
m2

i pci

T2
ci

; Trij ¼
T

ðTciTcjÞ1=2
;

FRij ¼
T3:5

rij þ ð10mrijÞ
7

T3:5
rij ½1 þ ð10mrijÞ7	

; mrij ¼ ðmrimrjÞ1=2

here Zm: dynamic viscosity of gas mixture (mP); Zi: dynamic

viscosity of pure component i (mP); yi: mole fraction of

component i; Mi: molar mass of component i (kg/kmol); mi:

dipole moment of component i (debye); T: temperature (K);

Tci: critical temperature of component i (K); pci: critical

pressure of component i (bar).

A.2. Thermal conductivity of multi-component gas

mixtures

Wassiljewa’s expression for the thermal conductivity of a

mixture of n component gases is (see Poling et al. [6]),

lm ¼
Xn

i¼1

yiliPn
j¼1yjAij

where given by the Mason and Saxena modification,

Aij ¼
e½1 þ ðltri=ltrjÞ1=2ðMi=MjÞ1=4	2

½8ð1 þ Mi=MjÞ	1=2
;

ltri

ltrj

¼ Zi

Zj

Mj

Mi

here lm: thermal conductivity of gas mixture (w/mK); li:

thermal conductivity of pure component I (w/mK); Zi:

dynamic viscosity of pure component i (mP); yi: mole

fraction of component i, Mi: molar mass of component i

(kg/kmol); e: numerical constant near unity, taken as unity.

A.3. Binary diffusion coefficient

The Fuller et al. expression for the binary diffusion

coefficient of a mixture of two gases A and B is (see Poling

et al. [6]),

DAB ¼ 0:00143T1:75

pM
1=2
AB ½V

1=3
A þ V

1=3
B 	2

where

MAB ¼ 2½ð1=MAÞ þ ð1=MBÞ	�1

here DAB: binary diffusion coefficient (cm2/s); T: tempera-

ture (K); p: pressure (bar); MA and MB: molar mass (kg/

kmol); VA and VB: special Fuller et al. diffusion volume.

A.4. Gas property data bank [6,24,25]

See Tables 8 and 9.

Table 8

Gas property data used in the calculation of the viscosity and thermal conductivity of multi-component gas mixtures and binary diffusion coefficients

Molar mass

(kg/kmol)

Critical

temperature (K)

Critical

pressure (bar)

Dipole

moment (debye)

Fuller et al.

diffusion volume

Ar 39.948 150.86 48.98 0 16.2

C2H6 30.07 305.32 48.72 0 45.66

C3H8 44.097 369.83 42.48 0 66.18

CH4 16.043 190.56 45.99 0 25.14

H2O 18.015 647.14 220.64 1.8 13.1

CO2 44.01 304.12 73.74 0 26.7

CO 28.01 132.85 34.94 0.1 18.0

H2 2.016 33.25 12.97 0 6.12

N2 28.014 126.2 33.98 0 18.5

O2 31.999 154.58 50.43 0 16.3

Table 9

Additional data required for pure gas property estimation techniques and alternative mixture and diffusion coefficient estimation techniques (for use in

conjunction with [5] or [6])

Tb (K) Vc (cm3/mol) Zc o s (Å) Z (K) Vb (cm3/mol)

Ar 39.948 150.86 0.291 �0.002 3.542 93.3 29.1

C2H6 30.07 305.32 0.279 0.099 4.443 215.7 46.15

C3H8 44.097 369.83 0.276 0.152 5.118 237.1 74.87

CH4 16.043 190.56 0.286 0.011 3.758 148.6 35.54

H2O 18.015 647.14 0.229 0.344 2.641 809.1 18.07

CO2 44.01 304.12 0.274 0.225 3.941 195.2 28.176

CO 28.01 132.85 0.292 0.045 3.69 91.7 34.88

H2 20.38 65 0.305 �0.216 2.827 59.7 28.475

N2 77.35 90.1 0.289 0.037 3.798 71.4 34.84

O2 90.17 73.37 0.288 0.025 3.467 106.7 27.85
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